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Digitizing Pite Saami
Making the most of limited resources

moving into digital domains
• Pite Saami: background
• texts and other resources
• NLP for Pite Saami
(how is this even possible?)

• challenges and prospects
Arjeplog / Árjepluovve

(entering town from the west)

linguistic analyses (using FST)



Pite Saami language
• Uralic➜Finno-Ugric➜Saami…Pite Saami
• spoken by ~30 individuals from Arjeplog/Árjepluovve in Swedish Lapland
• almost all speakers are at least 50 years old
• hardly taught to younger generations
• Swedish dominates in everyday life
• all speakers are bilingual (Pite Saami and Swedish/arjeplogsmål)
• official orthography since 2019; further standardization on-going
• practically no media; a few children’s books

ISO 639-3 code: sje
Glottocode: pite1240
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https://www.google.se/maps/place/Arjeplog+Municipality,+Sweden/@63.354011,18.3270428,5.21z/data=!4m5!3m4!1s0x4677dea039e2e1e7:0x3365361a4f2a3c34!8m2!3d66.275681!4d16.8633025
https://iso639-3.sil.org/code/sje
https://glottolog.org/resource/languoid/id/pite1240
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‘critically endangered’
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Pite Saami language

morphological structure:
• mainly agglutinative
• complex but systematic
• extensive stem alternations
due to consonant gradation,
umlaut, allomorphy and
metaphony

morphological structure of nouns:
stem + class-marker + case/number

juällge juällg e - ‘leg/foot’
juolgev juolg e v ‘leg/foot’ (acc.sg)
juallgáj juallg á j ‘leg/foot’ (ill.sg)
julgij julg i j ‘leg/foot’ (gen.pl)
bägga bägg a - ‘wind’
bieggav biegg a v ‘wind’ (acc.sg)
båtsoj båts o j ‘reindeer’
buhtsuv buhts u v ‘reindeer’ (acc.sg)
vanas vanas - - ‘boat’
vadnasijt vadnas i jt ‘boat’ (acc.pl)
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Pite Saami heritage materials

text by I. Ruong at ISOF

archived at the Swedish Institute for Language and
Folklore (ISOF) in Uppsala:

• Israel Ruong left a large Pite Saami text
collection, lexical items, paradigms, recordings

• smaller text collections and recordings by
others are archived there, too

➜ handwritten, mostly undigitized
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https://www.isof.se/


Pite Saami heritage materials

text by M. Johansson
transcribed by E. Lagercrantz
in 1921

other texts:
• transcribed text collections by academics
(I. Halász, E. Lagercrantz, J.-K.Qvigstad, etc.)

• several published texts in books and
magazines (mainly by L. Rensund)

➜ printed (often in FUT)
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The Pite Saami Documentation Project

funded by ELDP (2008-2015)
digital documentation archived at ELAR (Berlin) and TLA (Nijmegen) 7/26

www.eldp.net
https://elar.soas.ac.uk/Collection/MPI201072
https://hdl.handle.net/1839/00-0000-0000-0017-E38C-A


The Pite Saami Syntax Project
Syntactic Patterns in Pite Saami:
A corpus-based exploration of 130 years of variation and change*

Goals
• Create a digital corpus with spoken-language texts spanning more than 100 years
➜ about 60,000 tokens
➜ automatic annotations for lemma, part of speech, morphology and

English glosses (in partial collaboration with Giellatekno)
➜ digital corpus available via ELAR and TLA

• corpus-based descriptions of syntactic structures

funded by Deutsche Forschungsgemeinschaft, 2016-2019 8/26

http://giellatekno.uit.no/
https://www.elararchive.org/dk0053
https://hdl.handle.net/1839/00-0000-0000-0017-E38C-A
https://www.dfg.de/


my Pite Saami corpus
in ELAN; based on orthographic transcriptions; annotation files are XML

including annotations for:
• lemma
• part of speech
• morphological categories
• English gloss
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https://tla.mpi.nl/tools/tla-tools/elan/


summary of available texts
texts quantity notes
ISOF archive thousands of

pages, cards, etc.
mostly analogue and hand-written

other random texts a few dozen heritage texts in various orthographies;
new texts in modern orthography

PSDP ~60 000 tokens various degrees of annotation,
orthography, genres
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linguistics research about Pite Saami
Halász 1893 (Hungarian)

Lagercrantz 1926 (German)

Ruong 1943 (German)

Lehtiranta 1992 (Finnish)

Wilbur 2014 (English)

Sjaggo 2015 (Swedish)
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Pite Saami community
• language activists* ➜ wordlist (2008-2012)

‘Insamling av pitesamiska ord’
*N-H.Bengtsson, M.Eriksson, I. Fjällås, E-K.Rosenberg, G. Sivertsen, V. Sjaggo, P. Steggo & D. Skaile 12/26



The Pite Saami Lexicography Project
digital lexicographic database

sjelex.keeleressursid.ee

originally funded by the Norwegian Sametinget and Duaddara Ráffe (2016) 13/26

https://sjelex.keeleressursid.ee


NLP for Pite Saami
in collaboration with Giellatekno Center for Saami Language Technology

• Finite State Transducer (FST) for morphological parsing

• Constraint Grammar (CG) for syntactic disambiguation

github.com/giellalt/lang-sje/ 14/26

https://giellatekno.uit.no/cgi/index.sje.eng.html
https://github.com/giellalt/lang-sje/
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my Pite Saami corpus
automatic corpus annotation*
using a script that:
1. tokenizes the orthographic representation
2. sends each token through FST
3. removes ambiguities using CG
4. adds an English gloss
5. inserts this output into ELAN

benefits:
• saves time
• avoids inconsistencies
• can be updated automatically

*see Blokland et al. (2015), Gerstenberger et al. (2017) 16/26

https://scholar.colorado.edu/scil-cmel/vol2/iss1/5
http://www.aclweb.org/anthology/W17-0604


summary of available texts resources
resource quantity notes
ISOF archive thousands of

pages, cards, etc.
mostly analogue and hand-written

other random texts a few dozen heritage texts in various orthographies;
new texts in modern orthography

PSDP ~ 60 000 tokens various degrees of annotation,
orthography, genres

grammatical descriptions 6 in Hungarian, German, Finnish, Swedish,
English

digital lexical database ~ 7 700 entries
(~ 6 100 lemmas)

regularly updated

NLP (FST+CG) – CG rather preliminary
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summary of available texts resources
resource quantity notes
ISOF archive thousands of

pages, cards, etc.
mostly analogue and hand-written

other random texts a few dozen heritage texts in various orthographies;
new texts in modern orthography

PSDP ~ 60 000 tokens various degrees of annotation,
orthography, genres

grammatical descriptions 6 in Hungarian, German, Finnish, Swedish,
English

digital lexical database ~ 7 700 entries
(~ 6 100 lemmas)

regularly updated

NLP (FST+CG) – CG rather preliminary

an impressive amount of resources for
such a small, critically endangered language
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enabling NLP for Pite Saami
factors:

• all those resources (texts and others)
• relatively recent increases in:

• state support for regional languages and dialects, especially in a
European/Scandinavian context

• private support for endangered languages
• NLP infrastructure already in development for closely related languages
(i.e., Giellatekno)

• concurrent technical advances (NLP) and relevant research...

• more than a century of engaged and motivated humans:
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• all those resources (texts and others)
• relatively recent increases in:

• state support for regional languages and dialects, especially in a
European/Scandinavian context

• private support for endangered languages
• NLP infrastructure already in development for closely related languages
(i.e., Giellatekno)

• concurrent technical advances (NLP) and relevant research...
• more than a century of engaged and motivated humans:

in place needed
native speakers • language learners • linguists language technologists

how much are luck and coincidence actual factors?
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NLP and endangered languages
research on NLP methodologies to support documentary linguistics and under-resourced
languages is not new, e.g.:

• Gerstenberger et al. (2017). “Instant annotations: Applying NLP methods to the annotation of
spoken language documentation corpora”

• Gessler (2022). “Closing the NLP Gap: Documentary Linguistics and NLP Need a Shared Software
Infrastructure”

• Ginn et al. (2024). “GlossLM: A Massively Multilingual Corpus and Pretrained Model for
Interlinear Glossed Text”

• Moeller (2021). “Integrating machine learning into language documentation and description”
• Moeller & Hulden (2018). “Automatic Glossing in a Low-Resource Setting for Language

Documentation”
• Moeller et al. (2018). “A Neural Morphological Analyzer for Arapaho Verbs Learned from a Finite

State Transducer”

but research on how LLMs can support this is only just beginning:
• Tanzer et al. (2024). “A Benchmark for Learning to Translate a New Language from One

Grammar Book”
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NLP and indigenous communities
➜ CARE data principles for working with indigenous data
C collective benefit
• re/using data supports indigenous peoples, reflects community values

A authority to control
• indigenous nations should be actively involved in determining usage

R responsibility
• non-indigenous institutions must ensure the use of data supports the indigenous
group(s)

E ethics
• indigenous ethics should inform the use of data across time

based on Carroll, S. R., et al. 2021. “Operationalizing the CARE and FAIR Principles for Indigenous data futures” 23/26

https://doi.org/10.1038/s41597-021-00892-0


outlook
challenges:

• making language technology accessible and useful for the community
• making language technology valuable (beyond being a nice symbolic gesture)
• accessing and incorporating non-linguistic knowledge
• implementing C.A.R.E. principles
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outlook
challenges:

• making language technology accessible and useful for the community
• making language technology valuable (beyond being a nice symbolic gesture)
• accessing and incorporating non-linguistic knowledge
• implementing C.A.R.E. principles

prospects:
• Pite Saami presents a great opportunity for testing LLM development for
under-resources languages: multiple modes of resources (texts, media,
lexicons, linguistics research, extant NLP) for feeding into the LLM loop,
aimed at supporting both research and the language community

an opportunity for other endangered, under-resourced languages, too?
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Thanks!
joshua.wilbur@ut.ee

© 2025 J. Wilbur CC BY-NC-SA 4.0 v2025-03-02T10:14 26/26

mailto:joshua.wilbur@ut.ee
https://kodu.ut.ee/~wilbur/
http://creativecommons.org/licenses/by-nc-sa/4.0/

