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Background
• Many historical text collections are digitized 

through scanning and OCR

• Noise level varies

• OCR error post-correction for improving 
quality and usability of historical collections

• No access to original images or full OCR 
output, only text

• Re-OCR too expensive



• Can LLMs be prompted to correct OCR errors from historical datasets?

• Input: OCRed text → Output: Clean version

• In related studies, no clear consensus whether LLMs can be applied zero-shot

• Experiments on two large historical datasets (English and Finnish)

• Special focus on open-weight models

• Commercial models infeasible cost-wise for large datasets

Objective / RQs 



• ECCO: Eighteenth Century Collections Online

• over 180,000 publications originally printed in the 18th century Britain

• Scan and OCR by Gale company (owns the data!)

• ECCO-TCP: Text Creation Partnership

• 2,000+ manually created full-text transcriptions of ECCO books (CC-0 1.0)

• OCR post-correction dataset by page-level pairing of ECCO OCR and 
ECCO-TCP texts (Helsinki Computational History Group)

English Data

https://www.helsinki.fi/en/researchgroups/computational-history


• OCR ground truth¹ by National Library of Finland

• Original image (not used in this project)

• OCR engine output

• Human made ground truth

• Digitized newspapers published 1836–1918, Fraktur font

• Individual pages

Finnish Data

¹ http://digi.nationallibrary.fi/

http://digi.nationallibrary.fi/


Overview of the data



• Relative CER reduction

• By how much (%) are the remaining OCR errors reduced

• The overall CER% is an weighted average of example-wise CER%

• Normalization before evaluation: Systematic differences between 
historical and modern spellings

• English: Long-s to s

• Finnish: w to v

Metrics



• Split page-level data into segments of 300 subwords

• Random sample of 200 test segments for each language

• Experimental setting: Given a prompt and a segment of historical 
English/Finnish, how much (%) of the OCR errors does the LLM 
reduce?

Experiments



• Post-processing: LLM Overgeneration Removal

• LLMs are talkative, usually generate additional explanations

• Generated output aligned against the original LLM input on character level, 
and extra leading and trailing texts filtered out

Experiments



English

• Most models positive on both metrics

• Llama 3.1 70B best open model

• GPT-4o still notably better than open 
models

Results

→ In general, clear improvement can be obtained
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Finnish

• Most models negative on both metrics

• Gemma 2 27B least worse, but still 
negative

• GPT-4o positive on both metrics, but less 
so compared to English
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Effect of post-processing: 

• Depends on the model, varies between no effect and must do!

Effect of quantisation: 

• Unquantized models (fp16) slightly better (0–4.5%) 

• GPU memory requirements increase from 43GB to 132GB (Llama 3.1 70B)

Summary of the feature ablation studies



Effect of segment length:

• Degrades notably if the segment is too short!

• Not enough long documents to conclude the maximum 
length (page-level data)

Summary of the feature ablation studies



Effect of segment length:

• Degrades notably if the segment is too short!

• Not enough long documents to conclude the maximum 
length (page-level data)

Effect on segment boundary:

• Performance worse on the right-side of the 
boundary (previous context missing!)

• Attempts to account for this yielded mixed results

Summary of the feature ablation studies

CER% around segment boundary



• LLMs can be utilized to OCR post-correct historical English

• Best open model: 38.7% relative CER improvement (Llama 3.1 70B)

• GPT-4o: 58.1% relative CER improvement

• For Finnish, poor performance with open models

• Details matter (post-processing, segment length etc.)

• Evaluation is not straightforward

Conclusions



• Apply the best open model to correct the full ECCO OCR

• 180,000 books

• LLM correction run done with Llama 3.3 70B and LUMI supercomputer

• Evaluation on-going

• For Finnish, fine-tune an LLM for the task?

• Or wait for better LLMs?

Future work



Thank you!


