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Mozilla Common 
Voice



Validated Data in Different Languages



Common Voice 17.0 (Spanish)

We worked with the version in HF!



Mozilla Common Voice

Categories

Validated (Train, Test and Validation are here): At 
least two more positive votes than negative ones.

Invalidated: At least two more negative votes than 
positive ones.

Reported: inappropriate content or other issues.

Other: Not sufficient votes to make a decision

In this work we focus in the category “other”.



Portions of Common Voice 17.0

33.91%
753h

25.31%
562h

35.31%
784h

5.45%, 121h

The portion validated by us 
is the largest !!!

In original CV17 around 
1500 hours (~70%) of 
audio are in the split 
called “other”.



Validation 
Methodology



Whisper Out-of-the-Box

We seek for “Perfect Matches” between the Reference and Whisper’s Transcriptions!

Direct validation = Perfect Matches



Normalization of the Transcripts

 Lower case

 Remove punctuation

 Removing characters not belonging to Spanish alphabet (ä, ë, ô, ö ,etc.)

We applied normalization to both 
the reference and Whisper 
transcriptions.

Classic ASR systems do not accept punctuation!



We didn’t use a Language Model (n-gram)

In large vocabulary ASR 
systems, there are many 
possible word choices. N-
grams help to narrow down 
the search space, making the 
process more efficient. Instead 
of searching through every 
possible word, the system can 
focus on the most probable 
sequences.

The ASR system will only choose words present in 
the n-gram model. We don’t want that!



NVIDIA’s Parakeet Architecture

https://developer.nvidia.com/blog/pushing-the-boundaries-of-speech-recognition-with-nemo-parakeet-asr-models/ 

Architecture of the NVIDIA Parakeet encoder with blocks of 
downsampling and subsampling, conformer encoder blocks 
with limited context attention (LCA), and global token (GT).

LN = Layer Normalization

FF = Feed Forward

CC = Conformer 
Convolution

Indirect validation = Training an ASR 
model with our validated data

Bad data can’t 
produce Good 
models!

As far as we know, there is no 
official model of Parakeet in 
Spanish trained by NVIDIA!

RNNT = Recurrent Neural Network Transducer

https://developer.nvidia.com/blog/pushing-the-boundaries-of-speech-recognition-with-nemo-parakeet-asr-models/


Hugging Face Leaderboard

https://huggingface.co/spaces/hf-audio/open_asr_leaderboard 

https://huggingface.co/spaces/hf-audio/open_asr_leaderboard


Results



Validation in Numbers

48.91%
753h

556,951 audios

51.08%
784h

581,680 audios

We did not find a “perfect match” in the “left to validate” ones.



WER and CER Results



OpenAI Whisper vs Hugging Face Whisper

We have observed that they don’t provide the same results.



Deliverables



Deliverables in Hugging Face

784 hours and 50 minutes!



Our HF Repo Doesn’t Contain Audios

Our Repo takes the audio files from the Original 
Common Voice HF Repo!

You will have to agree to the terms and conditions shown on the dataset card 
of Mozilla's HF Repo!



Discussion



Possible Criticisms

It is very likely that Whisper was 
trained with Common Voice

The use of just one ASR system.

The use of normalized transcriptions

The use of one ASR system does 
not invalidate the results of other 
ASR systems.

Even with that, our Parakeet 
model outperformed Whisper!

Normalized transcriptions enable 
compatibility with a broader 
spectrum of ASR systems.



Conclusions and 
Further Work



Conclusions

https://huggingface.co/projecte-aina/parakeet-rnnt-1.1b_cv17_es_ep18_1270h 

https://huggingface.co/datasets/projecte-aina/cv17_es_other_automatically_verified 

Our contributions to the community are:

A Parakeet model that beats Whisper in the Dev and Test of Common Voice 17.0

An automatically validated corpus of 784 hours and 50 minutes.

This contributions are publicly available in Hugging Face!

https://huggingface.co/projecte-aina/parakeet-rnnt-1.1b_cv17_es_ep18_1270h
https://huggingface.co/datasets/projecte-aina/cv17_es_other_automatically_verified


Further Work

We can apply this method to validated other datasets in the future!
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Questions?
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